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ABSTRACT 13 

 14 

The implications of technological innovation for sustainability are becoming increasingly complex 15 

with information technology moving machines from being mere tools for production or objects of 16 

consumption to playing a role in economic decision making. This emerging role will acquire 17 

overwhelming importance if, as a growing body of literature suggests, artificial intelligence is 18 

underway to outperform human intelligence in most of its dimensions, thus becoming 19 

superintelligence. Hitherto, the risks posed by this technology have been framed as a technical 20 

rather than a political challenge. With the help of a thought experiment, this paper explores the 21 

environmental and social implications of superintelligence emerging in an economy shaped by 22 

neoliberal policies. It is argued that such policies exacerbate the risk of extremely adverse impacts. 23 

The experiment also serves to highlight some serious flaws in the pursuit of economic efficiency 24 

and growth per se, and suggests that the challenge of superintelligence cannot be separated from the 25 

other major environmental and social challenges, demanding a fundamental transformation along 26 

the lines of degrowth. Crucially, with machines outperforming them in their functions, there is little 27 

reason to expect economic elites to be exempt from the threats that superintelligence would pose in 28 

a neoliberal context, which opens a door to overcoming vested interests that stand in the way of 29 

social change toward sustainability and equity. 30 

Keywords: Artificial intelligence; Singularity; Limits to growth; Ecological economics; 31 

Evolutionary economics; Futures studies 32 

 33 

1. Introduction 34 

 35 

We could be approaching a technological breakthrough with unparalleled impact on the lives of 36 

every reader of this paper, and on the whole biosphere. It might seem fanciful to suggest that, in a 37 

near future, artificial intelligence (AI) could vastly outperform human intelligence in most or all of 38 

its dimensions, thus becoming superintelligence. However, in the last few years, this position has 39 

been endorsed by a number of recognized scholars and key actors of the AI industry. Several 40 

research institutions have been created to explore the implications of superintelligence, for example 41 

at Oxford and Cambridge Universities. For details on how this idea emerged and is becoming 42 
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established, see the chronological table in the Supplementary Material, and for a thorough 43 

understanding of the current discussions see Bostrom (2014) or Shanahan (2015). 44 

Artificial intelligence (AI) is defined as computational procedures for automated sensing, 45 

learning, reasoning, and decision making (AAAI, 2009, p. 1). AIs can be programmed to pursue 46 

some given goals. For example, AIs programmed to win chess matches have been defeating human 47 

world champions since 1997 (Bostrom, 2014). Current AIs have narrow scopes, while a 48 

hypothetical superintelligence would be more effective than humans in pursuing virtually every 49 

goal. AI experts surveyed in 2012/13 assigned a probability of 0.1 to crossing the threshold of 50 

human-level intelligence by 2022, 0.5 by 2040 and 0.9 by 2075 (median estimates; Müller et al., 51 

2016). The European Commission recently launched the €1 billion Human Brain Project with the 52 

intent of simulating a complete human brain as early as 2023, but its chances of success have been 53 

questioned (Nature Editors, 2015), and superintelligence is thought to be more easily attainable by 54 

engineering it from first principles than by emulating brains (Bostrom, 2014).  55 

Following Yudkowsky (2001), the current discussion on the implications of superintelligence 56 

(Bostrom, 2014; Shanahan, 2015) is framed around two possibilities: the first superintelligences to 57 

emerge will be either hostile or friendly (depending on their programmed goals). In most authors' 58 

views, these would result in either the worst or the best imaginable consequences for humanity, 59 

respectively1. Much subtler distinctions apply to weaker forms of AI, but it is argued that 60 

intermediate outcomes are less likely for an innovation as radical as superintelligence (Bostrom, 61 

2014, p. 20).  62 

Hostile superintelligence is imagined as a result of failure to specify and program the desired 63 

goals properly, or of instability in the programmed goals, or less frequently as the creation of some 64 

illicit group. Therefore, it is framed as a technical rather than a political challenge. Most of the 65 

research is focused on ways to align the goals of a hypothetical superintelligence with the goals of 66 

its programmer (Sotala and Yampolskiy, 2015), without questioning the economic and political 67 

system in which AI is being developed. Kurzweil (2005, p. 420) is explicit in that an open free-68 

market system maximizes the likelihood of aligning AI with human interests, and is leading a 69 

confluence of major corporations to advance an agenda of radical techno-social transformation 70 

based on this and other allied technologies (Supplementary Material). The benefits imagined from 71 

                                         

1 The techno-utopia of a world ruled by friendly superintelligence reveals extreme technological enthusiasm and 
technocracy, in Kerschner and Ehlers' (2016) terminology. Technocracy is also apparent in moves to avoid public 
implication in this issue (Supplementary Material). 
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friendly superintelligence find an economic expression in rates of growth at an order of magnitude 72 

above the traditional ones or more (Hanson, 2001, 2008; Bostrom, 2014).  73 

This view is akin to that of some authors within sustainability science, who take seriously the 74 

environmental challenges posed by economic growth, technological innovation and the functioning 75 

of capitalist markets, but seek solutions based on these same elements. Opposed to this position is 76 

the idea of degrowth (D'Alissa et al., 2015). Degrowth advocates hold a diversity of views on 77 

technology (see the Introduction to this special issue), but agree that indefinite growth is not 78 

possible if measured in biophysical terms, and is not always desirable if measured as GDP, both for 79 

environmental and for social reasons. Also, they are critical of capitalist schemes: to foster a better 80 

life in a downsized economy, they would rather support redistribution, sharing, democracy and the 81 

promotion of non-materialistic and prosocial values.  82 

The challenges of sustainability and of superintelligence are not independent. The changing 83 

fluxes of energy, matter, and information can be interpreted as different faces of a general 84 

acceleration2. More directly, it is argued below that superintelligence would deeply affect 85 

production technologies and also economic decisions, and could in turn be affected by the 86 

socioeconomic and ecological context in which it develops. Along the lines of Pueyo (2014, p. 87 

3454), this paper presents an approach that integrates these topics. It employs insights from a 88 

variety of sources, such as ecological theory and several schools of economic theory. 89 

The next section presents a thought experiment, in which superintelligence emerges after the 90 

technical aspects of goal alignment have been resolved, and this occurs specifically in a neoliberal 91 

scenario. Neoliberalism is a major force shaping current policies on a global level, which urges 92 

governments to assume as their main role the creation and support of capitalist markets, and to 93 

avoid interfering in their functioning (Mirowski, 2009). Neoliberal policies stand in sharp contrast 94 

to degrowth views: the first are largely rationalized as a way to enhance efficiency and production 95 

(Plehwe, 2009), and represent the maximum expression of capitalist values.  96 

The thought experiment illustrates how superintelligence perfectly aligned with capitalist 97 

markets could have very undesirable consequences for humanity and the whole biosphere. It also 98 

suggests that there is little reason to expect that the wealthiest and most powerful people would be 99 

                                         

2 The perception of general technological and social acceleration is shared by authors close to degrowth (Rosa and 
Scheuerman, 2009) and by those concerned with superintelligence. The latter often suggest that acceleration will 
culminate in a singularity, related to the emergence of this form of AI (Supplementary Material). 
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exempt from these consequences, which, as argued below, gives reason for hope. Section 3 raises 100 

the possibility of a broad social consensus to respond to this challenge along the lines of degrowth, 101 

thus tackling major technological, environmental, and social problems simultaneously. The 102 

uncertainty involved in these scenarios is vast, but, if a non-negligible probability is assigned to 103 

these two futures, little room is left for either complacency or resignation. 104 

 105 

2. Thought experiment: Superintelligence in a neoliberal scenario 106 

 107 

Neoliberalism is creating a very special breeding ground for superintelligence, because it strives 108 

to reduce the role of human agency in collective affairs. The neoliberal pioneer Friedrich Hayek 109 

argued that the spontaneous order of markets was preferable over conscious plans, because markets, 110 

he thought, have more capacity than humans to process information (Mirowski, 2009). Neoliberal 111 

policies are actively transferring decisions to markets (Mirowski, 2009), while firms' automated 112 

decision systems become an integral part of the market's information processing machinery 113 

(Davenport and Harris, 2005). Neoliberal globalization is locking governments in the role of mere 114 

players competing in the global market (Swank, 2016). Furthermore, automated governance is a 115 

foundational tenet of neoliberal ideology (Plehwe, 2009, p. 23). 116 

In the neoliberal scenario, most technological development can be expected to take place either 117 

in the context of firms or in support of firms3. A number of institutionalist (Galbraith, 1985), post-118 

Keynesian (Lavoie, 2014; and references therein) and evolutionary (Metcalfe, 2008) economists 119 

concur that, in capitalist markets, firms tend to maximize their growth rates (this principle is related 120 

but not identical to the neoclassical assumption that firms maximize profits; Lavoie, 2014). Growth 121 

maximization might be interpreted as expressing the goals of people in key positions, but, from an 122 

evolutionary perspective, it is thought to result from a mechanism akin to natural selection 123 

(Metcalfe, 2008). The first interpretation is insufficient if we accept that: (1) in big corporations, the 124 

managerial bureaucracy is a coherent social-psychological system with motives and preferences of 125 

its own (Gordon, 1968, p. 639; for an insider view, see Nace, 2005, pp. 1-10), (2) this system is 126 

becoming techno-social-psychological with the progressive incorporation of decision-making 127 

algorithms and the increasing opacity of such algorithms (Danaher, 2016), and (3) human mentality 128 

                                         

3 E.g., EU's Human Brain Project is committed to driving forward European industry (HBP, n.d.). 
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and goals are partly shaped by firms themselves (Galbraith, 1985). 129 

The type of AI best suited to participate in firms' decisions in this context is described in a 130 

recent review in Science: AI researchers aim to construct a synthetic homo economicus, the 131 

mythical perfectly rational agent of neoclassical economics. We review progress toward creating 132 

this new species of machine, machina economicus (Parkes and Wellman, 2015, p. 267; a more 133 

orthodox denomination would be Machina oeconomica). 134 

Firm growth is thought to rely critically on retained earnings (Galbraith, 1985; Lavoie, 2014, p. 135 

134-141). Therefore, economic selection can be generally expected to favor firms in which these are 136 

greater. The aggregate retained earnings4 RE of all firms in an economy can be expressed as: 137 

RE=FE(R,L,K)-w⋅L-(i+δδδδ)⋅K-g.        (1) 138 

Bold symbols represent vectors (to indicate multidimensionality). F is an aggregate production 139 

function, relying on inputs of various types of natural resources R, labor L and capital K (including 140 

intelligent machines), and being affected by environmental factors5 E; w are wages, i are returns to 141 

capital (dividends, interests) paid to households, δδδδ is depreciation and g are the net taxes paid to 142 

governments. 143 

Increases in retained earnings face constraints, such as trade-offs among different parameters of 144 

Eq. 1. The present thought experiment explores the consequences of economic selection in a 145 

scenario in which two sets of constraints are nearly absent: sociopolitical constraints on market 146 

dynamics are averted by a neoliberal institutional setting, while technical constraints are overcome 147 

by asymptotically advanced technology (with extreme AI allowing for extreme technological 148 

development also in other fields). The environmental and the social implications are discussed in 149 

turn. Note that this scenario is not defined by some contingent choice of AIs' goals by their 150 

programmers: The goals of maximizing each firm's growth and retained earnings are assumed to 151 

emerge from the collective dynamics of large sets of entities subject to capitalistic rules of 152 

interaction and, therefore, to economic selection. 153 

 154 

                                         

4 Here (like, e.g., in Lavoie, 2014), retained earnings are the part of earnings that the firm retains, i.e., a flow. Other 
sources use retained earnings to refer to the cumulative result of retaining earnings, i.e., a stock. 

5 And also by technology and organization, but these are not introduced explicitly because they are assumed to affect 
every term of this equation. The inclusion of R and E and their multidimensionality rely on insights from ecological 
economics (e.g., Martinez-Alier, 2013). 
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2.1. Environment and resources 155 

 156 

Extreme technology would allow maximizing F in Eq. 1 for some given R and E, but would 157 

also alter the availability of resources R and the environment E indirectly. Would there still be 158 

relevant limits to growth? How would these transformations affect welfare?  159 

To address the first question, let us consider growth in different dimensions: 160 

• Energetic throughput: It is often thought that the source that could allow energy production 161 

(meaning tapping of exergy) to keep on increasing in the long term is nuclear fusion. This will 162 

depend on whether it is physically possible for controlled nuclear fusion to reach an energy return 163 

on energy investment EROI >> 1 (Hall, 2009). Even in this case, new limits would be eventually 164 

met, such as global warming due to the dissipated heat by-product (Berg et al., 2015). This same 165 

limit applies to other sources, such as space-based solar power. It is not known how global 166 

warming and other components of E would affect F in a superintelligent economy, or the 167 

potential for mitigation or adaptation with a bearable energetic cost. Whatever the sources of 168 

energy eventually used, the constraints on growth are likely to become less stringent right after 169 

the development of superintelligence, but this bonus could be exhausted soon if there is a 170 

substantial acceleration of growth. 171 

• Other components of biophysical throughput: Economies use a variety of resources with different 172 

functions, subject to their own limits. However, extreme technological knowledge would allow 173 

collapsing the various resource constraints into a single energetic constraint, so energy could 174 

become a common numeraire. The mineral resources that have been dispersed into the 175 

environment can be recovered at an energetic cost (Bardi, 2010). Currently, many constraints on 176 

biological resources cannot be overcome by spending energy (e.g., the overexploitation of some 177 

given species), but this will change if future developments in nanotechnology, genetic 178 

engineering or other technologies are used to obtain goods reproducing the properties that create 179 

market demand for such resources. 180 

• Information processing: Information processing has a cost in terms of resources. Operating 181 

energy needs pose an obstacle to brain emulations with current computers (Sandberg, 2016), but 182 

the hardware requirements (Sandberg, 2016) could be met soon (Hsu, 2016), and other paths to 183 

superintelligence could be more efficient (Sandberg, 2016). However, current ICT relies on a 184 

variety of elements that are increasingly scarce (Ragnarsdóttir, 2008). In principle, closing their 185 
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cycles once they are dispersed in the environment has an enormous energetic cost (Bardi, 2010). 186 

The resource needs of future intelligent devices are unknown, but could limit their proliferation. 187 

This does not have to be incompatible with a continued increase in their capabilities: When 188 

ecosystems reach their own environmental limits, biological production stagnates or declines, but, 189 

often, there is a succession of species with increasing capacity to process information (Margalef, 190 

1980). 191 

• GDP: Potentially, it could continue to increase without need of growth in biophysical throughput, 192 

e.g., through trade in online services. It is argued in Sec. 2.2 that this could well happen without 193 

benefiting human welfare. 194 

Superintelligence holds the potential for extreme ecoefficiency: In the terms of Eq. 1, firms 195 

could not only increase F given R, but also decrease depreciation δδδδ (which, however, would only be 196 

viable for assets that do not need quick innovation because of competition). Increasing resource 197 

efficiency and decreasing turnover are common in maturing ecosystems (Margalef, 1980). However, 198 

ecoefficiency does not suffice to prevent impacts on the environment E (which does not only affect 199 

production but also the welfare of humans and other sentient beings). With firms maximizing their 200 

growth with few legal constraints (as corresponds to the type of society envisaged in Sec. 2.2), 201 

extreme resource efficiency could well entail an extreme rebound effect (Alcott, 2014), which is 202 

tantamount to generalized ecological disruption. 203 

 204 

2.2. Society 205 

 206 

The literature on superintelligence foresees enormous benefits if superintelligent devices are 207 

aligned with market interests, including tremendous profits for the owners of capital (Hanson, 2001, 208 

2008; Bostrom, 2014). By simple extrapolation of shorter-term prognoses (Frey and Osborne, 2013; 209 

see also van Est and Kool, 2015), this literature also anticipates huge technological unemployment, 210 

but Bostrom (2014, p. 162) claims that, with an astronomic GDP, the trickle down of even minute 211 

amounts in relative terms would result in fortunes in absolute terms. However, if there were 212 

astronomic growth (e.g., focused on the virtual sphere) while food or other essential goods 213 

remained subject to environmental constraints and competition between basic needs and other uses, 214 

resulting in mounting prices, a minute income in relative terms would be minute in its practical 215 
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usefulness, and most people might not benefit from this growth, or even survive (think, e.g., of the 216 

role of biofuels in recent famines; Eide, 2009). In fact, there are even more basic aspects of the 217 

standard view that are debatable. This section presents a different view, building on the assumption 218 

that firms generally tend to maximize growth under environmental constraints. The following points 219 

discuss the resulting changes in each of the social parameters in Eq. 1, and relate them to broader 220 

changes in society: 221 

• L: A continuing trend toward L=0 is plausible, but it could also be reversed because of resource 222 

scarcity. Following Sec. 2.1, energetic cost could be the main factor to decide between humans or 223 

machines in functions that do not need large physical or mental capacities. Humans are made up 224 

of elements that follow relatively closed cycles and are easily available, while most current 225 

machines use nonrenewable materials whose availability is declining irreversibly (Georgescu-226 

Roegen, 1971). Intelligent devices could thus become quite costly (Sec. 2.1). A variety of 227 

responses are imaginable, from finding techniques to build machines with more sustainable 228 

materials to creating machine-biological hybrids or modified humans; yet, it cannot be taken for 229 

granted that human work would be discarded. Initially, one extra reason to use human workers 230 

would be the big stock available. Even if human labor persisted, some major changes would be 231 

foreseeable: (1) Pervasive rationalization maximizing the output extracted from labor inputs. 232 

Current experience with digital firms point to insidious techniques of labor management to the 233 

detriment of workers' interests (Mosco, 2016). (2) AIs replacing humans in important functions 234 

that need large mental capacities. These include the senior managers of big corporations and other 235 

key decision makers (as well as people devoted to economically relevant creative or intellectual 236 

tasks). A few unmanned companies already exist (Cruz, 2014). 237 

• w: Thus far, w and L seem to have been affected similarly by IT, via labor demand (Autor and 238 

Dorn, 2013). However, it is worth noting that firms also have an impact on human wants 239 

(Galbraith, 1985), and that this impact is being enhanced by AI. Every user of the Internet is 240 

already interacting daily with forerunners of Machina oeconomica that manage targeted 241 

advertising (Parkes and Wellman, 2015). Relational artifacts (Turkle, 2006) promise an even 242 

more sophisticated manipulation of human emotions. There is empirical evidence that, as it would 243 

be expected, the compulsion to consume induced by advertising results in longer working hours 244 

and depressed wages (Molinari and Turino, 2015). Furthermore, consumption is not the only 245 

motivation to work (Weber, 1904); e.g., some firms induce workers to identify with them 246 

(Galbraith, 1985). If these trends continued to the extreme, humanity would become extremely 247 

addicted to consumption and to work, and wages would drop to the minimum needed to survive 248 
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and work (assuming that human labor remains competitive; otherwise, w would be reduced to the 249 

zero vector 0). 250 

• i: Like work, having capital invested in firms is not just motivated by the wish to consume 251 

(Weber, 1904). Procedures like inducing identification (Galbraith, 1985) could magnify the other 252 

motivations and reduce i. Consumption advertising acts in this case as a conflicting pressure 253 

(Molinari and Turino, 2015), but firms paying profits to households would probably be 254 

outcompeted by firms with no effective ownership (technically, nonprofits) or owned by other 255 

firms, which would allow reducing i to 0 (note that dividends and interests paid to other firms, 256 

including banks, cancel out because Eq. 1 refers to the aggregate of all firms). The owners of 257 

capital might currently have an economic function by allocating resources, but automated stock-258 

trading systems have already determined between half and two thirds of U.S. equity trading in 259 

recent years (Karppi and Crawford, 2015), making human participation increasingly redundant. 260 

• Demand: This is not an explicit term in Eq. 1, but is implicit in F to the extent that production is 261 

addressed to the market. In an economy in which humans receive minimum wages and no profits, 262 

or in an economy without humans, demand would be basically reduced to firms' investment 263 

demand. This would serve no purpose, but would result from economic selection favoring firms 264 

with the greatest growth rate. Given the complex interactions mediated by demand, it is unclear 265 

whether or not a maximization of each firm's growth should translate to a maximization of 266 

aggregate growth. 267 

• g: For a strict neoliberal program, the main role of governments would be to serve markets, and 268 

this function would determine some g negotiated with firms. Directly or indirectly, governments 269 

would continue to exert functions of surveillance and coercion, aided by vast technological 270 

advances. Their decisions would be increasingly automated, whether or not they maintained some 271 

nominal power for human policy makers. Even elections are starting to be mediated by intelligent 272 

advertising (Mosco, 2016). 273 

Therefore, a range of negative impacts can be expected, and they are unlikely to spare senior 274 

managers or capital owners. 275 

Let us consider some moderate deviations from this political extreme. For example, these 276 

effectively “selfish” automated firms could coordinate to address shared problems such as resource 277 

limitations, but this does not mean that they would seek to benefit society, such as by ceding 278 

resources for people's use with no benefit for firms' growth. Or, before superintelligence is fully 279 
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developed, governments could try to implement some model combining market competition as a 280 

force of technological innovation and wealth creation with economic and technological regulations 281 

to ensure that humans (in general, or some privileged groups) obtain some share of the wealth that 282 

is produced. However, this project would meet some formidable obstacles: 283 

1. Ongoing neoliberal globalization is making it increasingly difficult to reverse the transfer of 284 

power to markets. A reversal will also be increasingly unlikely as computerization permeates 285 

and creates dependence in every sphere of life and the capacity of firms to shape human 286 

preferences increases. 287 

2. The mere prohibition of some features in AIs6 poses technical problems that could prove 288 

intractable. In the words of Russell (interviewed by Bohannon, 2015): The regulation of nuclear 289 

weapons deals with objects and materials, whereas with AI it will be a bewildering variety of 290 

software that we cannot yet describe. I’m not aware of any large movement calling for 291 

regulation either inside or outside AI, because we don’t know how to write such regulation. 292 

3. The objective role of humans obtaining profits from this type of firms would be parasitic. 293 

Parasites extract resources from organisms that surpass them in information and capacity of 294 

control (Margalef, 1980). In nature, parasites generally have high mortality rates, but persist by 295 

reproducing intensively. No equivalent strategy can be imagined in this case. The transfer of 296 

profits to humans would be an ecological anomaly, likely to be unstable in a competitive 297 

framework.  298 

A much more likely departure from strict neoliberalism would result from structural mutations 299 

that would carry the system even further from any human plan, in unpredictable manners. Such 300 

mutations were excluded from the definition of this scenario, but not because they should be 301 

unlikely. In particular, they could provide a path to forms of hostile superintelligence more similar 302 

to those in the literature. 303 

Marxists believe that societies dominated by one social class can be the breeding ground for 304 

newer hegemonic social classes. In this way bourgeois would have displaced aristocrats, and they 305 

expect proletarians to displace the bourgeois (Marx and Engels, 1888). However, the bourgeoisie 306 

represented an advance in information processing and control, unlike the proletariat. AIs are better 307 

                                         

6 This would be one of the few types of regulation that appear to be acceptable from a neoliberal viewpoint, taking 
Hayek (1966) as a reference. 
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positioned to become hegemonic entities (even if unconsciously). This would not be just a social 308 

transition, but a biospheric transition comparable to the displacement of RNA by DNA as the main 309 

store of genetic information. So far, there is nothing locking future superintelligences in the service 310 

of human welfare (or the welfare of other sentient beings). Whether and how this future world 311 

would be shaped by the type of society from which it emerges is extremely uncertain, but 312 

neoliberalism can be seen as a blueprint for a Kafkaesque order in which humans are either absent 313 

or exploited for no purpose, and ecosystems deeply disturbed. 314 

 315 

3. Degrowth as a viable alternative 316 

 317 

Criticisms to the environmental and social impacts of the capitalist market are often answered 318 

with appeals to the gains in efficiency and long-term growth brought about by a free market. The 319 

above thought experiment shows how misleading it is to assume that efficiency and growth are 320 

intrinsically beneficial. The economic system as a whole may become larger and more efficient, but 321 

there is nothing in its spontaneous order guaranteeing that the whole will serve the interest of its 322 

human parts. This becomes even more evident when approaching the point in which humans could 323 

cease to be the most intelligent of the elements interacting in this complex system. Even though the 324 

thought experiment assumes neoliberal policies, as one of the purest expressions of pro-capitalist 325 

policies, Sec 2.2 also lists some reasons to be skeptical of reformist solutions. 326 

Here, a response to this challenge is outlined. This involves, first of all, to disseminate it and 327 

integrate it into a general criticism of the logic of growth and a search for systemic alternatives, in 328 

contrast to the technocratic (sensu Kerschner and Ehlers, 2016) strategies to keep the management 329 

of this issue within limited circles (Supplementary Material). This awareness could initially 330 

permeate the social movements that originated in reaction to a variety of environmental and social 331 

problems caused by the current growth-oriented economy (including the incipient resistances to 332 

labor models introduced by digital firms; Mosco, 2016). 333 

This will not just be one more addition to a list of dire warnings like resource exhaustion, 334 

environmental degradation and social injustice: While the economic elites now have the means to 335 

protect themselves from all of these threats, it is shown above that intelligent devices could well end 336 

up replacing them in their roles, thus equating their future to that of the rest of humanity. This alters 337 

the nature of the action for system change. It means that, in fact, this action does not oppose the 338 
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interests of the most influential segments of society. A new role for social movements is to help 339 

these elites (and the rest of humanity) understand which policies are really in their best interest. In 340 

the kind of alternatives outlined below, such elites will gradually lose their privileges, but they will 341 

gain a much better life than if the loss of privileges occurs in the way that Sec. 2 suggests. Initially, 342 

few in the elites will be ready for such a radical change in their worldview, but these few could start 343 

a snowball effect. This is a game-changer creating new, previously  unimaginable opportunities. 344 

A key step will be to reform the process of international integration. Rather than democracy 345 

controlled by the market, markets will need to be democratically controlled (there has been a long-346 

standing search for alternatives, e.g., The Group of Green Economists, 1992). This will not 347 

necessarily have to be followed by a trajectory toward a fully planned economy: a lot of research 348 

needs to be done on new ways to benefit from democratically tamed self-organization processes 349 

(Pueyo, 2014). What does not suffice, however, is the old recipe of setting some minimum 350 

constraints with the expectation that, then, the forces of market competition will be harnessed for 351 

the general interest. If, as suggested in Sec. 2.2, there is no way for governments to control a mass 352 

of entities evolving in undesirable ways, an alternative is to deflect the forces that drive such 353 

evolution. This entails nothing less than moving from an economic system that promotes self-354 

interest, competitiveness, and unlimited material ambitions in firms and individuals to a system that 355 

promotes altruism, collective responsibility, and sufficiency. In short, moving from the logic of 356 

growth to the logic of degrowth (see D'Alissa et al., 2014). 357 

Thus, besides regulations setting constraints of various types, there is a need for methods to 358 

align economic selection with the collective interests. The application of such methods would, for 359 

example, cause demand (which affects production F in Eq. 1) to become positively correlated with 360 

wages (i.e., with each firm's contribution to w), negatively correlated with resource use (R), and 361 

properly correlated with other more subtle parameters (not explicit in Eq. 1). The common good 362 

economy (Felber, 2015) is an approach worth considering because it aims explicitly to remove 363 

pressures that propel growth, and is already expanding with the involvement of many businesses. In 364 

this approach, a key tool is the common good balance sheet, a matrix of indicators of firms' social 365 

and environmental performance designed by participatory means, completed by the firms and 366 

(ideally) revised by independent auditors. Its function is to ease the application of ethical criteria by 367 

private and public agents interacting with firms in every stage of production and consumption. 368 

Felber (2015) envisions an advanced stage in which firms and the whole economy transcend their 369 

current nature (e.g., big firms would be democratized). While the common good balance sheet 370 

would serve mainly as an aid to change firms' general goals, it could also incorporate some explicit 371 
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indicator of the perilousness of the software that these firms develop or use. 372 

Hopefully, changing values in firms, governments, and social movements will also ease the 373 

change in individual values. This will further reduce the risk of having people engaged in the 374 

development of undesirable forms of AI. Furthermore, for those still engaged in such activities, 375 

there will be an increased chance of others in their social networks detecting and interfering with 376 

their endeavor. This reorientation at all levels (from the individual to the international sphere) will 377 

also help to address forms of AI distinct but no less problematic than Machina oeconomica, such as 378 

autonomous weapons. 379 

Even with such transformations, it will not be easy to decide democratically the best level of 380 

development of AI, but the types of AI should become less challenging. (Also, these 381 

transformations could moderate the pace of technological change and make it more manageable, by 382 

relaxing the competitive pressure to innovate). However, they will only be viable if they take place 383 

before reaching a possible point of no return, which could occur well before superintelligence 384 

emerges (considering irreversibility, obstacle 1 in Sec. 2.2). 385 

 386 

4. Conclusions 387 

 388 

There is little predictability to the consequences that superintelligence will have if it does 389 

emerge. However, the thought experiment in Sec. 2 suggests some special reasons for concern if 390 

this technology is to arise from an economy forged by neoliberal principles. While this experiment 391 

draws a disturbing future both environmentally and socially, it also opens the door to a much better 392 

future, in which not only the challenges of superintelligence but many other environmental and 393 

social problems are addressed. This pinch of optimism has two foundations: 1) The thought 394 

experiment suggests that nobody is immune to this threat, including the economically powerful, 395 

which makes it less likely that the action to address it gets stranded on a conflict of interests. 2) The 396 

neutralization of this threat could need systemic change altering the very motivations of economic 397 

action, which would ally the solution of this problem with the solution of many other obstacles to a 398 

sustainable and fair society, along the lines of degrowth. One of the main dangers now lies in our 399 

hubris, which makes it so difficult to conceive of anything ever defying human hegemony. 400 

 401 
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